
BalancedLinearContextualBandits
Maria Dimakopoulou, Zhengyuan Zhou, Susan Athey, Guido Imbens

Introduction
Contextual bandit algorithms are sensitive
to the estimation method of the outcome
model as well as the exploration method
used, particularly in the presence of rich
heterogeneity or complex outcome models,
which can lead to difficult estimation prob-
lems during learning. We develop algo-
rithms for linear contextual bandits that in-
tegrate balancing methods from the causal
inference literature in their estimation to
make it less prone to problems of estima-
tion bias. Our algorithms match the state
of the art regret bound guarantees and have
a strong advantage in practice.

Challenge
In contextual bandits, there is inherent
bias in estimation due to the adap-
tive assignment of contexts to arms.
• Context assigned to arm with highest re-

ward sample or confidence bound creates
systematically unbalanced data.

• Complete randomization gives unbiased
estimates, but this defeats the purpose.

• Aggravating sources of bias in practice:
model mis-specification, covariate
shift and small samples at the ini-
tial stages of learning.

Idea
• We suggest the integration of bal-
ancing methods from the causal in-
ference literature in online contex-
tual bandits in order to make their
estimation less prone to bias issues
from the adaptive data collection.

• We focus on linear online contextual
bandits with provable guarantees, Lin-
UCB (Li et al. 2010) and LinTS
(Agrawal and Goyal 2013) and propose
two new algorithms, balanced linear
UCB (BLUCB) and balanced linear
Thompson sampling (BLTS) that
use inverse propensity score weighting in
the training of the arms’ reward models.

• Why it works: The propensity score in
a contextual bandit is known and con-
trolled by the policy, hence reweighting
addresses model mis-specification thanks
to doubly-robustness.

Regret Bounds
Theorem. Assume that there exist pa-
rameters {θa}a∈A such that given any con-
text x, E[rt(a)|x] = x>θa,∀a ∈ A, that
the noise rt(a)−x>t θa is conditionally sub-
Gaussian and that the contexts xt and
parameters θa are bounded. If BLTS
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Algorithms

Simulating Bias in Training Data
We simulate bias in the training data by
under- and over-representation of certain
regions of the context space and investigate
how BLTS and BLUCB compare to LinTS
and LinUCB when the outcome model is
well- and mis-specified. Balancing com-
bined with stochastic assignment rule helps

Figure 1: Expectation of each arm’s reward.
There is covariate shift in the initial data.

escape biases much faster and can be more robust in the case of model mis-specification.

Multiclass Classification with Bandit Feedback
Adapting a classification task to a
bandit is a common method for com-
paring contextual bandit algorithms.
• class labels → arms
• features → context
• accuracy → reward
• reveal only accuracy of chosen label
We use 300 multiclass datasets
from the Open Media Library.

BLUCB outperforms LinUCB.
BLTS outperforms LinTS, Lin-
UCB, BLUCB, ILTCB.

Figure 2: Comparing LinTS, BLTS, LinUCB,
BLUCB, ILTCB on 300 datasets.


